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399bGHgdLmM3Z0L.

Mgowr® Mo captioning

Q5050 WoBIBHEGHMOMIOL IMEYErol 396LOS IMBOWMGO
33¢03530900LmM300.

06@93M5305 LAsEOE Lomzsegqddo (,F330960 Loomgzgawg*
dbH90390MBIZYONJIYWNSMZOU).
RAG (Retrieval-Augmented Generation) 0b&qgaMo3os

39696069090 353896980L 358OEOMYDS Mg 3oL dsBYdOM

(80 BMOOLEHMEO MBOYJEHJOOL OLEHMMOS).
(Tsiramua,Meladze,Davitashvili,Bitmalkishev,Elbakidze/Bos3+9,d9¢0od

9,00530005030¢0,00¢ 3o 30093,9edododg. 2025)
990l Mm3G0d0BsEos

dmEowobl 99303935 (quantization, pruning) dmdoe ©o edge-
©0350LgdBY goLodz9ds.

96960395399 GHME0 LHogergds dgoMg Gabm®Lgdol dmby
@HdMMOGHMOH0JOIOLMZOL.
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Reviews

One of the most significant challenges in the modern world is the
multilingual and culturally adapted use of AI models. While there are
many successful visual census systems globally (e.g., BLIP2, Flamingo,
GPT-4V), they are mostly trained on English-language data. This has led
to a serious breakthrough in technology, however, small language
communities like Georgian continue to be vulnerable to Al services.

In this context, "Martha" is a hybrid model of computer vision and
natural language generation, which specifically describes the visual
environment in Georgian. The project combines two most important
components: the BLIP2 visual transformer, which generates high-level
semantic tensors from images, and the ByT5 language transformer,
which describes the data in Georgian. It is through this synthesis that a
completely new opportunity is created: automatic perception and
description of the environment in the Georgian language.

"Martha" is not just a technological innovation—it is a socially and
culturally significant project that responds to a global challenge: how to
make Al equal, multilingual, and accessible to all. Its importance for
Georgia is great, as it creates a new generation of Georgian-language
technology, and the novelty lies in the fact that for the first time, high-
tech models for describing the visual environment in the Georgian
language have been hybridized.

Introduction

Topical Relevance
The relevance of the research is related to several main challenges:

Global Disparities Between Languages — The dominance of English-
language resources in the global Al industry is overshadowing minor
languages. Thus, the technological integration of the Georgian language
directly responds to the challenge of digital sovereignty and linguistic
diversity.
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Lack of inclusivity — Most international models are not adapted to work
in the Georgian language, which significantly limits the rights of visually
impaired and non-state language users.

Technological security — The presence of systems working in local
languages is of strategic importance for the country, as it ensures local
data processing and security.

Economic potential — The development of Al technologies working in
the Georgian language directly contributes to the strengthening of the
startup ecosystem and Georgia's inclusion in the global information
technology market.

Project Cost
The value of "Martha" is determined in several ways:

Linguistic independence — The project creates a technology that allows
users working in the Georgian language to receive accurate, natural and
contextually adequate descriptions.

Inclusive technology — One of the most important aspects is the
assistance of people with disabilities, in particular, the visually impaired.
The system provides a descriptive audio channel for the environment,
thereby increasing their independent living and social integration.

Educational and cultural significance — The ability to describe images in
Georgian will significantly encourage the creation of Georgian databases
as well as local educational and scientific resources.

Business-Innovative Value — The system can be implemented in various
sectors: security (video monitoring in Georgian), medicine (visual
diagnostics and documentation), tourism (automatic guide technology),
media and education.
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Practical Novelty of Scientific Research

The research novelty of "Martha" is expressed in several dimensions:

Innovative Synthesis of Models — The project is the first to synchronize
BLIP2 visual tensors with the ByT5 language channel specifically for the
Georgian language.

Byte-level processing — ByT5's unique architecture (which does not have
a tokenizer) allows for the generation of high-quality text in the
Georgian language, which is problematic for other models.

Creation of a Georgian database — within the framework of the project, a
special Georgian image-cap database is being developed, which is the
first time on this scale.

Versatile Usability — Technology not only serves the scientific field but is
also beneficial in public, commercial, and public services.

Social Innovation — The introduction of inclusive technology in the
Georgian language contributes to the growth of equality and creates real
opportunities for people with disabilities.

The Importance of Results

The results of the study will have both national, regional and global
impact:

For Georgia — The project will contribute to the development of the
artificial intelligence ecosystem working in the Georgian language,
cooperation between startups and universities, and the creation of local
databases.

For the region, "Martha" can serve as a model for the South Caucasus and
the small language community, where similar challenges exist.
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For the World — The study argues that multilingual Al can be developed
even for small languages, which serves to preserve language equality and
cultural diversity.

Purpose of the research

The main goal of the project is to create a hybrid system of computer
vision and language generation that will provide an accurate and natural
description of the visual environment in Georgian. The goal of "Martha"
is to integrate the Georgian language into the Al ecosystem, promote
inclusive technologies, and strengthen strategically important language
independence for the country.

Research Objectives and Stages
Database Creation and Preparation

Task: To build a database of Georgian image-capsing (formation of
images and corresponding textual descriptions).

Expected Outcome: A diverse, structured, and reliable dataset that will
underpin model training.

BLIP2 Visual Module Adaptation

Task: Using the BLIP2 model to generate visual tensors and its
integration into Georgian-language architecture.

Expected outcome: Recognition of visual objects, context, and semantic
relationships of the environment with high accuracy.

ByT5 Language Module Optimization
Task: Integration of the ByT5 module in such a way as to convert visual

tensors into Georgian text.
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Expected result: Generation of natural, grammatically and stylistically
correct Georgian-language descriptions.

Synchronization of models and creation of hybrid architectures

Task: To connect visual and language modules into a single system
(encoder—decoder structure).

Expected outcome: A hybrid model specially tailored for the Georgian
language, capable of describing the environment.

Developing Inclusive Functionality

Task: Convert model results into audio format for the visually impaired.

Expected Outcome: A practical application that will solve real social
challenges.

Testing, Evaluation and Validation

Task: To evaluate the model's performance in different scenarios
(educational, medical, tourism, security).

Expected Outcome: Proven accuracy, real usability, and practical value.

Expected Results

Georgian Image-Capshen Database.

A hybrid model based on the integration of BLIP2 + ByT5.
Ability to describe the environment in the Georgian language.
An inclusive solution for people with disabilities.

Strengthening the Al ecosystem of the Georgian language and its
integration into the international knowledge market.
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Research Methodology

General Approach

Martha's research is based on a modern integrated approach to computer
vision and natural language processing. The design of the project is based
on the encoder-decoder architecture, where the visual part (BLIP2)
provides the generation of semantic tensors from images, and the
language part (ByT5) converts this information into Georgian.

The methodology is multi-stage and includes: data collection and
development, adaptation and synchronization of models, creation of a
functional module, testing and validation of results.

Research Stages
Data Collection and Advancement

Creation of a Georgian image-cap database (integration of public and
local data).

Advancement of texts, control of spelling and semantic quality.
Standardization of images (recycling, size optimization).
Adaptation of models

Using a BLIP2 visual encoder already trained on multilingual image-text
data.

Optimization of the ByT5 decoder in Georgian with the advantage of
byte-level processing.

Hybrid architecture synchronization

Connecting visual and language modules into a single encoder-decoder
system.
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Optimize the tensor space so that the generated text of ByT5 is natural
and contextually relevant.

Assessment and validation

Customer testing (human evaluation) to confirm the naturalness and
accuracy of texts in the Georgian language.

Alignment of the methodology with objectives

This approach directly responds to the main goal of the project — to
create a hybrid model that describes the visual environment in Georgian.
The multi-stage design ensures both scientific accuracy (synthesis of
basic models and evaluation by metrics) and practical results (an
inclusive application for a real user).

Limitations and Benefits

Limitations:

Scarcity of Georgian data (relatively small corpus compared to English).
The need for high computing resources (GPU, large memory).

There are many morphological features in the Georgian text, which
complicate the quality of generation.

Advantages:

ByT5's unique architecture, which works without tokenization and
processes the Georgian language naturally.

A universal encoder of BLIP2 that generates rich visual representations.

Multi-step testing ensures the reliability and usability of the results.
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Inclusivity and social impact in technology implementation.

Expected risks, obstacles and ways to reduce them

A number of risks and problems are expected during the implementation
of the "Martha" project, which are critically important to consider and
manage.

The scarcity and quality of the data — the image capture in the Georgian
language is limited.

Reduction Path: Adaptation of existing international databases,
generation of Georgian caps through crowdsourcing, involvement of
linguists in quality control.

The need for high computing resources — BLIP2 and ByT5 require large
resources, which makes the process more expensive.

Reduction Path: Using cloud services (Google Cloud, AWS), optimizing
model settings, and implementing LoRA/quantization methods. (Ha,
Shen, Wallis, Allen-Zhu, Li, Wang, Wang, Chen / Ha, Shen, Wallis,
Allen-Zhu, Li, Wang, Chen. 2021)

Linguistic specificity — The morphological complexities of the Georgian
language may hinder the accuracy of generation.

The way to mitigate it: Additional fine-tuning on Georgian data, the
integration of human evaluation. (Hodosh, Young, Hockenmaier, 2013)

The Difficulty of Testing Inclusive Functionality — Engaging visually
impaired individuals may face administrative and ethical barriers.

Path to Mitigation: Collaborating with local NGOs and securing prior
ethical consent.
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Risk of financial and time delays — high technological cost and resource
delays.

Reduction Path: Phased budgeting, finding alternative sources of
funding, planning parallel work.

Conclusion

The project "Martha" is the first attempt in Georgia, the visual
environment description system is being created in Georgian on the basis
of modern Encoder-Decoder architecture. The methodology of the
project implementation includes:

Creating an extensive database (300,000 images and Georgian capsules),
using the BLIP2 encoder to obtain visual representations,
Integration of ByT5 decoder for text generation that works in Georgian,

Mathematical synchronization of the projection layer so that visual and
linguistic spaces are compatible,

State-of-the-art techniques of regulation and optimization that ensure
stable and accurate training.

As a result, we get a model that can describe images in Georgian, with
high accuracy and natural linguistic style.

1. The obtained model is an improved version of the BLIP-2 vision—
language model, created through an innovative approach by
synthesizing two models.

2. The Martha model can be retrained in any language supported by
the ByT5 large language model, by generating data in the
corresponding language, as was done in the case of the Georgian
language. These languages are:

* Spanish
=  French

=  German
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= Russian

= Chinese

= Arabic

= Portuguese
=  Armenian

»  Azerbaijani
= Ukrainian

= Turkish

= Polish

The successful implementation of the project will set a precedent in
Georgian Al research. Its meaning includes:

Linguistic inclusivity — the Georgian language will be represented for
the first time in modern visual-linguistic models.

Inclusive technologies — the ability to provide audio descriptions of the
environment for visually impaired people.

Education and Science — a new tool that is used in both educational and
research processes.

Tourism and Culture — Promotion of Georgia's cultural heritage with
Georgian-language descriptions of visual materials.

Expected Future Studies

After the completion of the project, several directions are planned:
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Multimodal Expansion

Video captioning capability.

Audio integration (Audio—Visual Captioning).
Multilingual Support

Extension of the model to regional languages (Armenian, Azerbaijani,
Ossetian).

Code-switching support for Georgian-English texts.

Real-time captioning

Low latency model version for mobile applications.

Integration into smart glasses ("smart glasses" for the visually impaired).
RAG (Retrieval-Augmented Generation) integration

Enriching the generated capsules with external knowledge bases (e.g.,
History of Tourist Objects).
(Tsiramua,Meladze,Davitashvili,Bitmalkishev,Elbakidze/Chiramua,Mela
dze,Davitashvili,Bitmalkishev,Elbakidze. 2025)

Model optimization

Model compression (quantization, pruning) for running on mobile and
edge devices.

Energy-efficient training for laboratories with limited resources.
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